
IEEE/ACM TRANSACTIONS ON AUDIO, SPEECH, AND LANGUAGE PROCESSING, VOL. 28, 2020 343

Learning Structured Sparse Representations
for Voice Conversion

Shaojin Ding , Guanlong Zhao , Member, IEEE, Christopher Liberatore , Member, IEEE,
and Ricardo Gutierrez-Osuna, Senior Member, IEEE

Abstract—Sparse-coding techniques for voice conversion assume
that an utterance can be decomposed into a sparse code that only
carries linguistic contents, and a dictionary of atoms that captures
the speakers’ characteristics. However, conventional dictionary-
construction and sparse-coding algorithms rarely meet this
assumption. The result is that the sparse code is no longer speaker-
independent, which leads to lower voice-conversion performance.
In this paper, we propose a Cluster-Structured Sparse Represen-
tation (CSSR) that improves the speaker independence of the rep-
resentations. CSSR consists of two complementary components: a
Cluster-Structured Dictionary Learning module that groups atoms
in the dictionary into clusters, and a Cluster-Selective Objective
Function that encourages each speech frame to be represented
by atoms from a small number of clusters. We conducted four
experiments on the CMU ARCTIC corpus to evaluate the proposed
method. In a first ablation study, results show that each of the two
CSSR components enhances speaker independence, and that com-
bining both components leads to further improvements. In a second
experiment, we find that CSSR uses increasingly larger dictionaries
more efficiently than phoneme-based representations by allowing
finer-grained decompositions of speech sounds. In a third exper-
iment, results from objective and subjective measurements show
that CSSR outperforms prior voice-conversion methods, improving
the acoustic quality of the synthesized speech while retaining the
target speaker’s voice identity. Finally, we show that the CSSR
captures latent (i.e., phonetic) information in the speech signal.

Index Terms—Voice conversion, sparse coding, sparse
representation, dictionary learning.

I. INTRODUCTION

VOICE conversion (VC) aims to transform the speech of
a source speaker to sound as if a target speaker had

produced it. VC finds use in a number of applications, such as
personalized text-to-speech synthesis [1], pronunciation train-
ing [2], and speaker spoofing [3]. Various approaches have been
proposed to perform VC. Statistical parametric methods based
on Gaussian Mixture Models (GMMs) [4], [5] and Deep Neural
Networks (DNNs) [6]–[10] are widely used and can achieve
convincing results. A promising alternative to GMMs and DNNs
are methods based on sparse representations [11]–[13]. A typical
method based on sparse representations consists of a dictionary
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construction step (to encode the speaker’s identity) and a sparse
coding step (to encode the content of an utterance). During
training, dictionaries consisting of pairs of source and target
speech frames are constructed from a parallel training corpus of
time-aligned utterances. At runtime, the sparse representation of
a source spectrum is computed with respect to the source dictio-
nary, and then the target spectrum is approximated by multiply-
ing the source sparse representation with the target’s dictionary.
Sparse representation methods have several advantages: they
require much smaller training corpora [12] and are more robust
to noisy speech than GMMs [11]. As a result, sparse represen-
tation methods are particularly appealing in applications where
collecting a large corpus is impractical or background noise is
inevitable (e.g., pronunciation training [14], [15]).

Sparse representation methods assume that the dictionary
captures the speaker identity (i.e., how a speaker produces the
various phonetic units), and that the sparse representation is
speaker-independent and captures only the linguistic content. In
practice, however, satisfying this assumption is difficult. First,
the atoms in the dictionary do not fully capture speaker identity,
since to do so the dictionary must capture all the phonetic
units (e.g., tri-phones), which is not feasible for small corpora.
Second, the sparse representation is not speaker-independent –
even if the dictionary contains all the phonetic units, since the
standard sparse coding objective (i.e., Lasso) ignores the pho-
netic structure of the dictionary. Namely, the Lasso minimizes
the Mean-Square-Error using as few atoms as possible (the effect
of the L1 constraint) regardless of their phonetic content, so
the sparse representations of the same utterance from different
speakers tend to be different. These two factors are compounded,
making the sparse representations less speaker-independent. As
a result, the similarity between source and target sparse repre-
sentations decreases, ultimately degrading the sound quality of
the VC syntheses.

To address these problems, we propose a novel Cluster-
Structured Sparse Representation (CSSR) for spectral trans-
formation in VC. CSSR consists of two components, a
Cluster-Structured Dictionary Learning algorithm (CSDL) and
a Cluster-Selective Objective Function (CSOF).1 The training

1Initial findings from this work were presented at the 19th Annual Conference
of the International Speech Communication Association (Interspeech 2018)
[16], [17]. The earlier conference papers examined the above two sub-problems
individually and presented preliminary results, respectively. In this manuscript,
we consider the two sub-problems jointly and propose a state-of-the-art sparse
representation-based VC framework. We also describe our methods in full detail
and significantly expand the validation experiments and analysis of results.
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Fig. 1. Training phase of CSSR. Source and target utterances from training corpus are first time-aligned using dynamic time warping. The time-aligned frames are
then concatenated, and the structured dictionaries are randomly initialized using the concatenated frames as A(0). Then, CSDL performs two steps (cluster update
and dictionary update) iteratively until convergence. The optimal structured dictionaries, A∗, are then split into a source dictionary As and a target dictionary At.

Fig. 2. Testing phase of CSSR. The CSSR W for the source utterance X
is computed relative to the source structured dictionary As. The converted
utterance is then generated by multiplying the CSSRWwith the target structured
dictionary At.

and runtime processes are as shown in Fig. 1 and Fig. 2.
During training, and given a time-aligned corpus, CSDL uses
a hard-decision Expectation Maximization algorithm to learn a
family of “structured” sub-dictionaries, where atoms (i.e., pairs
of source-target acoustic frames) within each sub-dictionary
(or cluster) are acoustically similar. At runtime, and given the
structured source dictionary that was learned, we compute a
structured sparse code for the source utterance by optimizing the
CSOF, which uses the L2,1 norm [18] to promote group sparsity
and therefore tends to represent each speech frame using atoms
from as few clusters as possible. Finally, we multiply the source’s
structured sparse code with the target’s structured dictionary to
generate the voice-converted utterance.

We conducted four experiments on the CMU ARCTIC cor-
pus [19] to evaluate the proposed method: an ablation study
to examine the effectiveness of each component in CSSR, an
experiment to evaluate the performance of CSSR as a function
of the number of atoms in the dictionary, a set of objective
and subjective studies to compare the proposed method against
baselines from previous studies, and a final set of visualizations
and phonetic analyses of CSSR. The results of the ablation
study show that both CSDL and CSOF can reduce the difference
between source and target sparse representations and improve
VC performance, and that combining both components leads to
further performance improvements. In addition, results from the
second experiment show that CSSR uses increasingly larger dic-
tionaries more efficiently than phoneme-based representations
by allowing finer-grained decompositions of speech sounds.
Next, results from the objective and subjective studies show
that CSSR significantly improves the acoustic quality when

compared to the baseline systems. In our final analyses, results
show that CSSR is phonetically interpretable.

The rest of the manuscript is organized as follows. Section II
reviews mainstream methods for VC, structured dictionary
learning and sparse coding, how previous VC methods improve
the speaker independence of sparse representations, and the
relation of the proposed method to previous work. Section III
describes the proposed method, including the overall VC frame-
work, CSDL, and CSOF. Section IV describes the experimental
setup, including the corpus and the details in our implementa-
tion. Section V shows the results for four experiments. Finally,
we conclude the paper with a thorough discussion of the results.

II. LITERATURE REVIEW

A. Voice Conversion Algorithms

Statistical parametric models such as GMMs and DNNs
are among the most common algorithms for VC. GMM-based
methods [1], [4] learn the joint distribution of source and
target short-time spectra and then estimate the target spectral
features through least-squares regression. However, the basic
GMM-based method suffers from over-smoothing issues [5],
[20] on the generated feature sequences. To address this problem,
Toda et al. [5] proposed to use maximum likelihood parameter
generation (MLPG) as a post-processing step for GMM-based
methods. Furthermore, global variance (GV) is often combined
with MLPG to increase the quality of the synthesized speech [5].

By contrast, DNN-based methods map the source spectral
features directly into the target space through various net-
work structures such as restricted Boltzmann machines [6],
auto-encoders [7], feed-forward neural networks [9], and re-
current neural networks [10]. More recently, Phonetic Poste-
riorgrams [21], [22] from acoustic models, generative models
including Generative Adversarial Networks [23], [24] and Varia-
tional Auto-Encoders [8], [25], [26] have been shown to enhance
VC performance. These methods can solve more generalized VC
problems such as many-to-many VC and non-parallel VC, but
they require relatively large corpora. Other statistical models
such as partial least squares [27] and Hidden Markov Mod-
els [28] have also shown success in VC tasks.

Methods based on non-parametric sparse representations have
received much attention in recent years. Unlike statistical para-
metric methods, sparse representation methods require much
smaller training corpora and are more robust to noisy speech.
Takashima et al. [11] first applied sparse representations to
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perform VC in noisy environments. Following this work, sub-
sequent studies focused on improving either the dictionary con-
struction or the sparse coding process. Wu et al. [12] improved
the original sparse representation by using both high-resolution
and low-resolution features to capture spectral details and
enforce temporal continuity. Zhao and Gutierrez-Osuna [29]
proposed different strategies to construct more compact and
effective dictionaries, while Fu et al. [30] used a dictionary
learning algorithm to improve the effectiveness of the dictio-
nary. Aihara et al. [13], [31], Sisman et al. [32], and Lib-
eratore et al. [33] incorporated phonetic information in both
dictionary construction and sparse coding, which enhanced the
speaker independence of the sparse representations. Other in-
novations have also dramatically improved the quality of sparse
representation-based VC. Wu et al. [34] and Liberatore et al. [35]
showed that warping the source residual and adding it to the
estimated target spectra can also significantly improve the VC
syntheses quality. Wu et al. [36] generalized MLPG and GV into
sparse representation methods via an approximation algorithm,
which also improved the quality of the converted speech.

B. Structured Sparse Coding and Dictionary Learning

Signals such as images and speech are highly correlated and
always have internal structures. However, the standard sparse
coding objective functions (i.e., Lasso) do not consider any prior
information about the internal structure of the data. To take such
information into account, various structured-sparse representa-
tions have been proposed. Yuan et al. [37] first proposed the
Group Lasso based on distinct groups (e.g., variables of different
categories) and provided two algorithms to solve the Group
Lasso. Group-sparse representations have also been generalized
to include trees and graph structures [38]–[40]. Accordingly, a
number of algorithms have been proposed to learn dictionaries
with group structures, such as the Alternating Minimization
fashioned algorithm [41], Proximal methods [42], and online
dictionary learning algorithms [43]. Given the internal structures
of the data, these structured sparse representations are more flex-
ible and accurate than conventional sparse representations. The
structured sparse representations have proven to be successful
in various computer vision and speech processing tasks such
as face recognition [43], [44], image classification [41], [45],
speech enhancement [46], [47], speech recognition [48], and
source separation [49].

C. Improving the Speaker Independence of the Sparse
Representations in Voice Conversion

Several previous studies have proposed solutions to improve
the speaker independence of the sparse representation. Aihara
et al. first examined this problem and provided different solu-
tions [13], [31], [50]. In [13], they used phoneme information
to regularize the sparse representation and attempt to make
it speaker-independent. Namely, they categorized the atoms
into sub-dictionaries according to their phoneme labels and
then selected different sub-dictionaries to represent the speech
frames. In [50], they proposed an activity-mapping non-negative

matrix factorization algorithm to introduce mappings between
the source and target sparse representations. To further reduce
the computational complexity while enforcing speaker inde-
pendence, they proposed a parallel dictionary learning algo-
rithm [31] with a graph-embedded discriminative constraint. Sis-
man et al. [32] followed [13] in building phoneme-categorized
dictionary but selected sub-dictionaries using phoneme labels at
runtime, which also improved the speaker independence of the
sparse representations. In related work, Liberatore et al. [33]
used the centroids of each phoneme as atoms and constructed
a more compact dictionary. The more compact dictionary pre-
vented the source and target sparse representations from be-
coming too different, which implicitly improved the speaker
independence.

D. Relation to Prior Work

Our proposed method differs from prior studies in several
respects. First, CSDL learns the dictionaries directly from the
data, without any supervised information (e.g., phoneme la-
bels [13], [31], [32], etc.) It avoids the use of forced-alignment
or automatic speech recognition to generate the labels, thus re-
ducing computation. Second, CSDL is based on “hard-decision
Expectation Maximization” algorithms [51]–[55] commonly
used for learning models that depend on unobserved latent
variables, which is different from previous dictionary learning
algorithms [38], [41], [43] and previous dictionary learning
VC methods [30], [31]. Finally, we use a CSOF to implicitly
encourage the sparse coding algorithm to represent a speech
frame using a compact set of atoms from a few clusters, rather
than using a sub-dictionary selection procedure [13] or phoneme
labels [32] at runtime. Additionally, CSDL is seamlessly con-
nected to CSOF. CSDL learns a cluster-structured dictionary,
and CSOF enforces the group-sparsity on the structured dictio-
nary. The resulting structured sparse representation captures the
internal structure of speech signals, which makes the representa-
tion more speaker-independent. As a result, the VC performance
is significantly improved.

III. METHODS

In the following sub-sections, we first introduce the entire
VC framework based on CSSR. Then, we provide a detailed
derivation of the two components of CSSR: CSDL and CSOF.

A. Voice Conversion Framework

First, we describe the conventional sparse representation
method used in VC. During training, a source dictionary As ∈
RD×N and a target dictionary At ∈ RD×N are learned from
time-aligned parallel utterances, whereN is the number of atoms
in each dictionary, and each atom is a D-dimensional vector.
Note that the requirement of parallel utterances can be relaxed
by using alignment algorithms such as those in [15], [56]. At
runtime, an L-frame source utterance X ∈ RD×L is represented
as,

X ≈ AsW (1)
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where W ∈ RN×L is a sparse non-negative weight matrix (i.e.,
a sparse representation). Given X and As, W can be approxi-
mated via solving standard sparse coding objective (i.e., Lasso):

W = argmin
W

d(As,W) + α||W||1, s.t. W ≥ 0 (2)

where d(·) is a distance metric, typically the KL-divergence or
the Euclidean distance. The L1 norm term is included to enforce
sparsity in W, with α being a sparsity penalty. Given At and
W, a target utterance Ŷ ∈ RD×L can be generated as:

Ŷ = AtW (3)

Voice conversion using CSSR. Compared to the conventional
sparse representation used for VC, CSSR further considers
that the speech signal has an internal structure (i.e., phonetic).
Assume that the spectral frames of a speaker can be divided
into K clusters. During training, we use the CSDL algorithm
(described in Section III-B) to learn the structured dictionaries
As and At, each containing K sub-dictionaries:

As = [P1
s,P

2
s, . . . ,P

K
s ] (4)

At = [P1
t,P

2
t, . . . ,P

K
t ] (5)

where Pi
s ∈ RD×M and Pi

t ∈ RD×M denote the source and
the target sub-dictionaries corresponding to the i-th cluster,
respectively, and i ∈ {1, 2, . . . ,K}. M is the number of atoms
in a sub-dictionary.

At runtime, once the structured dictionaries have been learned,
we generate the CSSR W by jointly minimizing the objective
function in eq. (2) and CSOF Ψ(W):

W = argmin
W

d(X,AsW) + α||W||1 + βΨ(W), s.t.W ≥ 0

(6)

where β is a penalty term for Ψ(W). CSOF is based on the L2,1

norm; see Section III-C for details. CSOF implicitly encourages
the sparse coding algorithm to represent a speech frame using
atoms from as few clusters as possible, which as we will later
show to encode phonetic information (see Section V-D). With
the target dictionary At and the computed CSSR W, we then
use eq. (3) to estimate the target spectrum.

B. Cluster-Structured Dictionary Learning

Let X ∈ RD×L and Y ∈ RD×L denote the time-aligned
source and target training utterances. Following Fu et al. [30],
we concatenate the time-aligned source and target training utter-
ances as Z = [XT,YT]T. Our goal is to learn a concatenated
dictionary A = [AT

s ,A
T
t ]

T, where As and At consist of sub-
dictionaries, as defined in eqs. (4–5). For notational simplicity,
we define the concatenated sub-dictionary asPi = [PiT

s ,PiT
t ]T,

and A = [P1,P2, . . . ,PK]. We solve this dictionary-learning
problem through an iterative algorithm. At each iteration, we
perform two steps: a cluster update and a dictionary update.
Details of each step are provided in following subsections. The
overall algorithm is summarized in Algorithm 1.

1) Cluster Update: We denote the concatenated dictionary
and the i-th sub-dictionary at the t-th iteration asA(t) andPi,(t).

Algorithm 1: CSDL Algorithm.
Inputs: concatenated training utterances Z, the number of
clusters K
Outputs: learned structured dictionary
A∗ = [P1,∗,P2,∗, . . . ,PK,∗]
Initialization: Randomly assign a cluster label to each
training frame and divide the training frames to K clusters
according to the cluster labels, as in eq. (10). Then
initialize the dictionary A(0) = [P1,(0),P2,(0), . . . ,PK,(0)]
by solving eq. (11). Set t = 0.

while not converge do
for l in 1, 2, . . . , L do

for i in 1, 2, . . . ,K do
w

i,(t+1)
l = argminw ||zl −Pi,(t)w||22 + λ||w||1

r
i,(t+1)
l = ||zl −Pi,(t)w

i,(t+1)
l ||22

end for
p
(t+1)
l = argmini r

i,(t+1)
l

end for
for i in 1, 2, . . . ,K do
Zi,(t+1) = {I(p(t+1)

l = i)zl}, l = 1, 2, . . . , L
Pi,(t+1) = argminPi,(t) ||Zi,(t+1) −Pi,(t)w||22

+ λ||w||1
end for
t = t+ 1

end while
return A∗ = [P1,∗,P2,∗, . . . ,PK,∗]

In the cluster update step, all the sub-dictionariesPi,(t) are fixed.
For each frame zl in Z, we assign zl to the cluster whose sub-
dictionary represents zl with the lowest residual error. Formally,
we denote the residual of zl respect to Pi,(t) as,

r
i,(t)
l = ||zl −Pi,(t)w

i,(t)
l ||22 (7)

wherewi,(t)
l are the coefficients of the sparse representation. We

compute w
i,(t)
l as,

w
i,(t)
l = argmin

w
||zl −Pi,(t)w||22 + λ||w||1 (8)

which we solve using the Least Angle Regression (LARS) [57]
algorithm, and λ is the sparsity penalty. Once the residuals are
updated, we can assign zl a latent cluster label p(t)l as,

p
(t)
l = argmin

i
r
i,(t)
l (9)

Then, we divide Z into K clusters based on their labels p(t)l as,

Zi,(t) = {I(p(t)l = i)zl}, l = 1, 2, . . . , L (10)

where Zi,(t) denotes all the speech frames in the i-th cluster, and
I(·) is the indicator function.

2) Dictionary Update: In the dictionary update step, we fix
the clusters and update the sub-dictionaries. For each Zi,(t) (all
the speech frames in the i-th cluster), we wish to find a sub-
dictionary Pi,(t+1) that can represent it sparsely with minimum
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residual. In other words, for each sub-dictionary Pi,(t+1) we
solve the problem:

Pi,(t+1) = argmin
Pi

||Zi,(t) −Piw||22 + λ||w||1 (11)

which we solve using the online dictionary-learning algorithm
proposed by Mairal et al. [58].

C. Cluster-Selective Objective Function

The proposed objective function (CSOF) is a generalization of
the Phoneme-Selective Objective Function (PSOF) we proposed
in previous work [16]. PSOF promotes that each speech frame
is represented with atoms from a small number of phonemes,
which is achieved by enforcing group sparsity on the groups
defined by phoneme labels (one group per phoneme). However,
PSOF is limited by the fact that phonemes are often too coarse
to capture detailed information in speech (e.g., allophones).
To address this issue, CSOF allows the number of groups to
increase, which is achieved by enforcing group sparsity on the
groups defined in the structured dictionary learned from CSDL.
In practice, the most common mathematical tool to enforce
group sparsity is the L2,1 norm [18]. Therefore, we formulate
the CSOF Ψ(W) as

Ψ(W) =

L∑

j=1

K∑

k=1

√√√√
M∑

i=1,i∈Pk
s

w2
ij (12)

where wij denotes the (i, j)-th element of the weight matrix
W, K denotes the number of sub-dictionaries, Pk

s represents
the k-th sub-dictionary in the source dictionary, L is the number
of frames in the utterance, andM is the number of atoms in a sub-
dictionary (see Section III-A). By minimizing CSOF, we force
the weights within a sub-dictionary to be activated or suppressed
at the same time, and therefore implicitly encourage the sparse
coding algorithm to represent a spectrum frame with atoms from
as few sub-dictionaries as possible.

Since eq. (12) is convex, gradient-based algorithms can still
be used to optimize it. The derivative of Ψ(W) respect to wij

is as,

∂Ψ(W)

∂wij
=

wij√∑M
i=1,i∈Pk

s
wij + ε

(13)

where ε is a small positive number that prevents the denominator
from becoming zero. In all our experiments, we set ε = 10−6.
Therefore, each element wij in W can be updated as,

wij = wij − γ
∂Ψ(W )

∂wij
(14)

where γ is the step size in each iteration. In practice, sparse
coding algorithms such as Non-negative Matrix Factorization
(NMF) [59] and Fast Iterative Shrinkage-Thresholding (FISTA)
[60] can be extended to solve this group sparse coding problem.
In this paper, we adopted FISTA algorithm to solve the group
sparse coding problem. The update of W in NMF and FISTA
algorithms can be found in [59], [60].

IV. EXPERIMENTAL SETUP

A. Corpus

We used four English speakers from the CMU ARCTIC [19]
corpus: BDL (male), RMS (male), SLT (female), and CLB
(female). For each speaker, we selected three sets of utterances:
20 utterances for training (about 1.5 minutes), 10 utterances
for validation, and 50 utterances for testing.2 Four VC pairs
were considered for the experiments: M-M (BDL to RMS), M-F
(RMS to SLT), F-F (SLT to CLB), and F-M (CLB to BDL). In
what follows, all the results are averaged over these four VC
pairs.

B. Implementation Details

We used the WORLD vocoder [61] (D4C edition [62]) to
extract a 513-dimensional spectral envelope, fundamental fre-
quency (F0) and aperiodicity for each utterance with a 5 ms
window shift. We computed the 25-dimensional Mel-Frequency
Cepstral Coefficient (MFCC) from the WORLD spectral en-
velope (removing MFCC0, which is the energy) and used the
MFCCs as the acoustic feature in dictionary learning and voice
conversion. Source and target utterances were time-aligned us-
ing dynamic time warping [63].

In the proposed method, we set the number of atoms in each
sub-dictionary M to 100. In the first, the third, and the fourth
experiments, we set the number of clusters (sub-dictionaries) K
to 40, i.e., the number of phonemes in CMU ARCTIC (except for
silence). In the second experiment, we explored different number
of clusters, as will be described in Section V-B. For silent frames,
we used a voice activity detector to find them and directly copy
silent frames from source to target. We used the SPAMS sparse
coding toolbox [58], [64] to solve for eqs. (6), (8) and (11).
We set α, β, and λ to 0.001, 0.05, and 0.01, respectively, based
on preliminary experiments [16], [17]. CSDL will stop when
no more than 5% of training frames are re-assigned from one
iteration to the next.

Following Toda et al. [5], we convert the pitch trajectory
(F0) of the source speech to match the pitch range of the target
speaker using log mean variance normalization. We estimate
the converted spectral envelope from the converted MFCC,
and finally synthesize the converted speech using the WORLD
vocoder with the converted spectral envelope, converted F0 and
source aperiodicity.

V. RESULTS

We conducted four experiments to evaluate CSSR. The first
experiment was an ablation study that examined the effective-
ness of each CSSR component in reducing differences between
source and target sparse representations and improving VC
performance. In the second experiment we explored the effect
of dictionary size and number of clusters in CSSR. In the
third experiment, we evaluated the VC performance of CSSR

2A small number of training utterances was used to mimic a low-resource
setting. Utterances for each set were selected using a maximum entropy criterion
to ensure good phonetic balance.
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TABLE I
THE FIVE SYSTEM CONFIGURATIONS USED IN THE ABLATION STUDY

and compared it against baselines from previous studies. In a
final analysis, we visualized CSSR and provided its phonetic
interpretation.

A. Ablation Study

To understand how much each CSSR component contributes
to reducing the sparse representations difference and improving
VC performance, we conducted an ablation study that evaluates
the contribution of each method: the dictionary learning algo-
rithm and the sparse coding cost function. To do so, we compared
five different system configurations; also see Table I:
� Random Dictionary Learning (RDL) + Lasso: a base-

line system following the conventional VC framework
based on sparse representations [11], which constructs dic-
tionaries from randomly selected speech frames in training,
and optimizes the Lasso (eq. (2)) at runtime.

� Phoneme Structured Dictionary Learning (PSDL) +
Lasso: a system that constructs the structured dictionary
using phoneme labels during training (as in [13], [16], [32])
and optimizes the Lasso at runtime.

� CSDL + Lasso: a system that uses the CSDL algorithm
to learn a cluster structured dictionary in training, and
optimizes the Lasso at runtime.

� PSDL + CSOF: a system that constructs the structured
dictionaries using phoneme labels during training and op-
timizes the joint cost function in eq. (6) at runtime.

� CSDL+CSOF (CSSR): the proposed method: CSDL and
CSOF combined.

RDL+Lasso, PSDL+Lasso, and CSDL+Lasso share the
same sparse coding cost function (MSE + L1 norm) but differ
in the dictionaries: random vs. derived from phoneme labels
vs. learned via CSDL. This allows us to assess the relative
merits of each dictionary construction technique. PSDL+Lasso
and PSDL+CSOF share the same dictionary but differ in the
sparse coding cost functions. This allows us to compare the
two cost functions side by side. Finally, by comparing CSSR
(i.e., CSDL+CSOF) against CSDL+Lasso and PSDL+CSOF
we can evaluate the benefit of combining the two proposed
algorithms.

We used two metrics to evaluate the five systems: the distance
between the source and target sparse representations, which
measures whether the representations are speaker dependent,
and the Mel-Cepstral Distortion between the synthesized speech
and the ground-truth target speech:
� Sparse Representation Distance. As discussed by Aihara

et al. [13], [31], the loss of speaker independence decreases

3We do not consider the combination RDL+CSOF since CSOF requires a
structured dictionary, which cannot be randomly selected.

Fig. 3. Sparse representation distance of all the systems in the ablation study.
As defined in eq. (15), lower distance means higher similarity between the source
and target sparse representations (i.e., improved speaker independence).

the similarity between source and target sparse represen-
tations. Accordingly, we compute the difference between
source and target sparse representations of time-aligned
parallel utterances as,

D(Ws,Wt) =
1

L
||Ws −Wt||F (15)

where Ws ∈ RN×L and Wt ∈ RN×L are the source and
target sparse representations, L is the number of frames,
and || · ||F denotes the Frobenius norm. The lower this
distance is, the more similar the source and target sparse
representations are, and so the sparse representation tends
to be more speaker-independent.

� Mel-Cepstral Distortion (MCD). We also measured the
MCD of the voice-converted speech and its time-aligned
ground-truth target speech to examine the synthesis quality.
MCD is the most common objective measurement in VC
systems, and is defined as,

MCD[dB] =
10

ln10

√√√√2
24∑

d=1

(ŷd − yd)2 (16)

where ŷd and yd are the d-th Mel-Frequency Cepstral
Coefficient (MFCC) of the converted speech and the time-
aligned ground-truth target speech, respectively. Lower
MCD indicates that the converted speech is closer to the
ground-truth target speech.

Results for the sparse representation distance are shown in
Fig. 3. From the results, we found that the sparse representa-
tion distance for CSSR (CSDL+CSOF) (0.37) is lower than
that of the baselines: CSSR achieves 16.0% relative improve-
ment over PSDL+CSOF (0.44), 68.4% relative improvement
over CSDL+Lasso (1.17), 69.4% relative improvement over
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Fig. 4. Average MCD of all the systems in the ablation study. Lower MCD
generally leads to better VC performance.

PSDL+Lasso (1.21), and 70.2% relative improvement over
RDL+Lasso (1.24). These results indicate that CSSR system-
atically increases the similarity between the source and target
sparse representations.

Additionally, our results show that the system using CSDL
(CSDL+Lasso) and the system using CSOF (PSDL+CSOF)
outperform their corresponding baselines (RDL+Lasso and
PSDL+Lasso), respectively. These results suggest that both
CSDL and CSOF are essential in reducing the representation
distance. Moreover, we found that CSSR outperforms both
CSDL+Lasso and PSDL+CSOF, which indicates that combin-
ing CSDL and CSOF lead to further reductions in representation
distance.

Finally, we also found that the sparse coding cost function
(CSOF) is more effective than the dictionary construction al-
gorithm (CSDL) in reducing representation distance, and hence
in improving speaker independence. A possible explanation for
this result is that in CSDL+Lasso, the objective function (Lasso)
ignores the phonetic structure of the dictionary and minimizes
the Mean-Square-Error using as few atoms as possible regardless
of their phonetic content.

Results for the Mel-Cepstral Distortion are shown in
Fig. 4. CSSR systematically achieves lower MCD (2.25)
than all the baseline systems: a 3.0% relative improve-
ment over PSDL+CSOF (2.32), 7.4% relative improvement
over CSDL+Lasso (2.43), 8.5% relative improvement over
PSDL+Lasso (2.46), and 13.1% relative improvement over
RDL+Lasso (2.59). These results suggest that using CSDL and
CSOF individually can improve the voice-conversion syntheses,
but that combining the two modules leads to further improve-
ments. Although CSDL only achieves modest reductions in
representation distance, it does significantly decrease the MCD.
This result shows that the deliberately learned atoms can re-
duce misalignments and better capture the structure of speech
(see section V-D below), which also considerably enhances the
voice-conversion syntheses.

B. Effect of Dictionary Size

In a second experiment, we characterized the perfor-
mance of CSSR as a function of the number of atoms

Fig. 5. Average MCD of CSSR and PSDL+CSOF with different number of
atoms in total. In CSSR, we fixed the number of atoms in each sub-dictionary to
100, varying the number of sub-dictionaries from 10 to 100. In PSDL+CSOF,
we fixed the number of sub-dictionaries to 40 (the number of phonemes in CMU
ARCTIC, except for silence), varying the number of atoms in each sub-dictionary
from 25 to 250. Lower MCD generally leads to better VC performance.

in the dictionary. Namely, we fixed the number of atoms
in each sub-dictionary (cluster) to M = 100 while vary-
ing the number of sub-dictionaries K = {10, 20, 30, . . . , 100},
so the total number of atoms in the dictionary was N =
{1000, 2000, 3000, . . . , 10000}. For comparison purposes, we
used PSDL+CSOF as a baseline. Because the number of sub-
dictionaries in PSDL+CSOF is fixed to 40 (defined by phoneme
labels in the CMU ARCTIC, except for silence), we increased
the number of atoms in each sub-dictionary so the total number
of atoms was equal among the two systems.

Results are shown in Fig. 5 in terms of the average MCD of
the two systems as a function of the total number of atoms. In
both cases, the MCD decreases with increasing dictionary size.
The MCD of the baseline system is systematically higher, and
reaches a plateau of 2.31 after 4,000 atoms. In contrast, the MCD
of the proposed system continues to decrease past that point,
stabilizing at 2.18 with 80 sub-dictionaries (8,000 atoms) or
more. These results show that CSSR uses a given dictionary size
more effectively by allowing a more fine-grained representation
of the data (i.e., more sub-dictionaries) as the number of atoms
in the dictionary increase. In other words, for a sufficiently large
dictionary size, it is more effective to increase the number of
sub-dictionaries (by fixing the number of atoms per cluster) than
to increase the number of atoms per sub-dictionary (by fixing
the number of sub-dictionaries).

C. Voice Conversion Performance

In a third experiment, we evaluated the voice-conversion per-
formance of the CSSR using objective and subjective measures,
and compared it against three existing systems:
� Baseline: A GMM-based VC method proposed in [5],

which models the joint distribution of source and target
speech frames.

� System 1: The method we proposed in [16], which con-
structs the structured dictionaries using phoneme labels
during training and jointly optimizes the Lasso along with
the L2,1 norm (eq. (6)) at runtime.
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Fig. 6. Average MCD of the proposed method (CSSR) and three existing
baselines (Baseline, System 1, and System 2). Lower MCD generally leads to
better VC performance. The error bars show 95% confidence intervals.

� System 2: The method we proposed in [17]. It learns the
structured dictionary through CSDL during training, and
it selects the most likely sub-dictionary and optimize the
Lasso (eq. (2)) within the selected sub-dictionary at runtime
as in [13].

By comparing the proposed method (CSSR) against the two
previous systems [16], [17], we aim to determine if the two
algorithms are complementary. We did not include other sparse
representation-based baseline methods (e.g., [12], [13]) in the
comparison, since our two previous systems [16], [17] had
outperformed them. We also did not include neural network
baselines since they require relatively large training corpus
(e.g., [10] used 593 utterances, or about 42 mins), whereas
our training corpus consists of 20 utterances (or about 1.5
minutes). Instead, we used GMM-based method, which is one
of the most common methods in this low-resource setting. For
all three sparse representation-based methods (CSSR, System
1 and System 2), we used 40 sub-dictionaries and 100 atoms
for each sub-dictionary, following the configurations from [16],
[17]. For the GMM, we used 40 mixture components, the same as
the number of clusters in the proposed method to ensure a fair
comparison. We did not use Maximum Likelihood Parameter
Generation (MLPG) and Global Variance (GV) in any system
to make the results comparable to those presented in [16], [17],
but these techniques can be further incorporated to enhance the
voice-conversion synthesis.4

1) Objective Evaluation: First, we compared the four sys-
tems by computing the MCD between the converted speech
and the time-aligned ground-truth target speech with 95% con-
fidence intervals. Fig. 6 summarizes the results. CSSR achieved
the lowest MCD (2.25) and outperformed all three existing
systems (System 1: 2.32, 3.0% relative improvement, single-tail
t-test, p � 0.001; System 2: 2.36, 4.7% relative improvement,
single-tail t-test, p � 0.001; Baseline: 2.35, 4.3% relative im-
provement, single-tail t-test, p � 0.001).

4Audio samples are available at [Online]. Available: https://shaojinding.
github.io/samples/cssr/cssr_demo

Fig. 7. Mean Opinion Scores (MOS) of the proposed method (CSSR) and
three baselines (Baseline, System 1, and System 2). MOS ranges from 1 to 5,
with larger MOS indicating higher acoustic quality. The error bars show 95%
confidence intervals.

2) Subjective Evaluation: In a final step, we conducted lis-
tening tests on Amazon Mechanical Turk to provide a subjective
evaluation of the four systems. We measured acoustic quality
with a 5-point Mean Opinion Score (MOS) test and speaker
identity with a Voice Similarity Score (VSS) test ranging from
−7 (definitely different speakers) to +7 (definitely the same
speaker) [65].

Mean Opinion Score. Thirty-one participants rated 92 ut-
terances from the four systems: 20 utterances per system, 5
utterances per speaker pair plus 12 calibration utterances to
detect if participants were cheating and remove them if they
did [66]. We excluded ratings of the calibration utterances from
the data analysis. Fig. 7 shows the Mean Opinion Scores of
the four methods with 95% confidence intervals. The proposed
method (CSSR) obtains a 3.34 MOS, which is higher than that
of the other three systems with statistical significance: System
1 (2.80 MOS; 19.3% relative improvement; single-tail t-test,
p � 0.001), System 2 (2.61 MOS; 28.0% relative improvement;
single-tail t-test, p � 0.001), and GMM (2.23 MOS; 49.8%
relative improvement; single-tail t-test, p � 0.001). These re-
sults show that combining the proposed dictionary construction
algorithm (CSDL) and the proposed sparse coding cost function
(CSOF) improves acoustic quality more than applying each
technique individually. Additionally, System 1 and System 2
achieve statistically significant improvement over the Baseline
(System 1: 25.6% relative improvement, single-tail t-test, p �
0.001; System 2: 17.0% relative improvement, single-tail t-test,
p � 0.001), which corresponds to the results in [16], [17].

Voice Similarity Score. Twenty-eight participants rated 140
utterance pairs: 32 pairs (16 VC-SRC and 16 VC-TGT pairs)
for each system and 8 pairs (4 VC-SRC and 4 VC-TGT pairs)
for each speaker pair; 12 calibration utterances. A VC-SRC
pair consists of a voice-converted (VC) utterance and an ut-
terance randomly selected from the source speaker (SRC), and
a VC-TGT pair consists of a voice-converted (VC) utterance
and an utterance randomly selected from the target speaker
(TGT). We used the utterance that is randomly selected from
the source/target speaker to avoid the interference of linguistic
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TABLE II
VOICE IDENTITY RESULTS OF THE PROPOSED METHOD (CSSR) AND THE THREE REFERENCE SYSTEMS (BASELINE, SYSTEM 1, AND SYSTEM 2).VOICE SIMILARITY

SCORE RANGES FROM -7 (DEFINITELY DIFFERENT SPEAKERS) TO +7 (DEFINITELY THE SAME SPEAKER). VC-SRC: VSS BETWEEN VC AND THE SOURCE

SPEAKER; VC-TGT: VSS BETWEEN VC AND THE TARGET SPEAKER. ALL THE RESULTS ARE SHOWN AS AVERAGE ±95% CONFIDENCE INTERVALS

content and prosody. For each utterance pair, participants were
required to decide whether the two utterances were from the
same speaker and then rate their confidence in the decision on
a 7-point scale. Following [65], VSS is computed by collapsing
the above two fields into a 14-point scale.

As shown in Table II, participants were “quite confident” that
(1) CSSR utterances and source (SRC) utterances were produced
by different speakers (VSS: -5.90); and that (2) CSSR utter-
ances and target (TGT) utterances were produced by the same
speaker (VSS: 4.44). When analyzing VC-SRC pairs, we found
no statistically significant differences in VSS between CSSR
and the other three systems (System 1: p = 0.22; System 2:
p = 0.36; Baseline: p = 0.48; two-tail t-test). When comparing
VC-TGT pairs, we found no statistically significant differences
in VSS between CSSR and the other three systems (System
1: p = 0.27; System 2: p = 0.22; Baseline: p = 0.20; two-tail
t-test). Thus, these results indicate that the four methods can
produce speech that is different from the source speaker and
the same as the target speaker equally well. In Table II, we
also presented the VSS of the intra-gender pairs (M-M and
F-F) and that of the inter-gender pairs (M-F and F-M). In all
cases, we found no statistically significant difference between
CSSR and the other three systems. Additionally, we found
that the VC-SRC VSS of intra-gender pairs are slightly lower
than that of inter-gender pairs. A possible reason is that the
pitch ranges of the speakers in intra-gender pairs are closer to
each other than those in inter-gender pairs. For inter-gender
pairs, pitch (F0) conversion makes the voice-conversion more
distinguishable from the source utterances. Moreover, we found
that the VC-TGT VSS of inter-gender pairs are lower than
that of intra-gender pairs, due to the fact that inter-gender
voice conversion is more challenging than intra-gender voice
conversion.

D. Phonetic Interpretation of CSSR

In a final analysis, we seek to provide a phonetic interpre-
tation of CSSR. We first analyze the learned cluster-structured
dictionaries by exploring the relationship between ground-truth
phoneme labels and the learned clusters. In “hard-decision”
algorithms, clusters commonly represent latent variables; pho-
netic information of speech frames can be thought of as latent
variables in CSDL. Accordingly, we assigned each speech frame
in the training set to the cluster that minimized its residual (eq.
(7)). In parallel, we used forced-alignment to assign a phoneme
label to each frame, and computed how each phoneme was
distributed among the clusters. Then, we matched each phoneme
to the cluster that most frequently represented it.

Fig. 8. Confusion matrix between forced-aligned phoneme labels and the
matched clusters. Y-axis values are phonemes (sorted by the manner of articu-
lation), and X-axis values are the cluster IDs.

The confusion matrix of ground-truth phonemes5 vs. matched
clusters is shown in Fig. 8. The dark diagonal elements indi-
cate that each cluster is preferentially associated with a single
phoneme label. Confusions do occur but are usually restricted to
be within the same manner of articulation. For example, the sub-
dictionary for cluster “35” represents all the nasals. Likewise,
clusters “40”, “31”, “33”, “1”, “34”, “18” are all used for stops.
Both “15”, “28” and “11” can represent /EY/, /IH/, /IY/ well,
which are all front vowels. In addition, confusions also appear on
phonemes that often co-occur, which can be caused by inaccurate
forced alignments. For example, “9” is good at representing
/ER/ and /R/, which usually co-occur in words ending with er.
These results indicate that the proposed algorithm can learn the
latent (i.e., phonetic) structure of speech and does it so without
supervision. The learned latent structures are not restricted to
phonemes but emerge directly from the data. Such structures can
more accurately capture variability in pronunciations, which can
further improve the similarity between source and target sparse
representations than methods based on phoneme labels [13],
[16], [32].

Next, we visualized the CSSR of an utterance to show that it
is also phonetically meaningful. We used a similar approach
as above to associate the learned sub-dictionaries (clusters)
with phoneme labels, except each cluster was matched to the
phoneme whose frames occurred most frequently in that cluster;
this ensured that each cluster was matched with at least one

5We used Arpabet to represent the phonemes.
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Fig. 9. Visualization of sparse representations for the word ‘never’. (a) CSSR, (b) PSDL+CSOF, (c) PSDL+Lasso. The x-axis denotes the transcription of
the word, and the y-axis shows the cluster labels (denoted by numbers) of the sub-dictionaries and the associated phoneme labels. (d), (e), and (f): number of
sub-dictionaries that were used in the sparse representations.

phoneme. Fig. 9a shows the CSSR of the word never from
speaker BDL; for clarity we only show the sub-dictionaries that
were activated. As Fig. 9a shows, the associated phoneme labels
of the activated sub-dictionaries correspond to the ground-truth
phoneme labels of the word, indicating that CSSR is phonetically
meaningful. Mismatches occur but are mostly in transitions and
are restricted to adjacent clusters. For example, in the transition
between /EH/ and /V/, atoms from clusters “9”, “24”, “27”, and
“35” are activated; the speech frames of /ER/ are represented
by atoms from clusters “9”, “24”, and “27”, whose associated
phoneme labels are all /ER/ and /R/.

Lastly, we compared the representation that emerges from
CSSR (Fig. 9a) with those of PSDL+CSOF (Fig. 9b) and
PSDL+Lasso (Fig. 9c). To ensure a fair comparison, we set
the sparsity penalty of the three systems to 0.05. As shown in
Fig. 9c, when using the Lasso cost function, a speech frame is
represented by atoms from arbitrary phoneme labels, and this
reduces the interpretability of the representation. Compare this
to Fig. 9a–b, where activation tends to occur on a few clus-
ters/phonemes, as a result of adding the CSOF term to the Lasso.
Fig. 9d–f offers a complementary view of by showing the number
of sub-dictionaries activated at each frame of the utterance.
CSSR and PSD+CSOF usually activate fewer sub-dictionaries
(∼2) than PSDL+Lasso (∼6 sub-dictionaries).

VI. DISCUSSION

In previous work [16], [17], we showed that CSDL and CSOF
alone could improve voice-conversion performance relative to
other sparse representation methods in the literature. This paper
corroborates our earlier results and, more importantly, shows
that jointly combining CSDL and CSOF can provide further
improvements in voice-conversion performance.

In a first ablation study, we evaluated each CSSR component
(CSDL and CSOF) by its ability to increase the speaker inde-
pendence of the representation and reduce the MCD between the
synthesized speech and the ground-truth target speech. Our re-
sults showed that both CSDL and CSOF are essential in reducing

the sparse representation distance and the MCD, corresponding
to the results in our previous work. Moreover, we found that
combining both (CSSR) leads to further reductions in sparse
representation distance and MCD.

In a second experiment, we compared the performance of
CSSR against that of our previous system [16] as the number of
atoms in the dictionary increases. CSSR increases the number of
clusters (sub-dictionaries) in the representation (while keeping
the number of atoms per cluster constant) whereas our previous
system increases the number of atoms in each cluster (by main-
taining the number of clusters constant). Our results show that
CSSR is the more effective of the two approaches, as measured
by the MCD between the converted speech and the ground truth.
Thus, CSSR improves upon our previous work [16] by allowing
more fine-grained speech information than phonemes.

In our study, we also evaluated the voice-conversion perfor-
mance of CSSR through both objective and subjective measure-
ments. We compared CSSR against the two systems from our
previous work [16], [17], and against a GMM [5] baseline. In
the objective evaluation, results showed that CSSR significantly
improved the MCD over the three reference systems. In the sub-
jective evaluation, CSSR was rated to have the highest acoustic
quality (in agreement with results from the objective evaluation)
and was rated to have the same similarity to the voice identity of
the target speaker as the other systems. Additionally, we found
that the comparisons between System 1 and Baseline as well as
that between System 2 and Baseline are corresponding to the
results presented in [16], [17].

In a final analysis, we provided a phonetic interpretation for
CSSR. First, we visualized the confusion matrix of ground-truth
phonemes vs. matched clusters for the cluster-structured dic-
tionary. The results showed that CSDL can learn the phonetic
structure of speech without supervision. Then, we visualized
the CSSR representation and found that it is phonetically inter-
pretable. Additionally, when comparing it with PSDL+CSOF
and PSDL+Lasso, CSSR and PSDL+CSOF usually activate
fewer sub-dictionaries than PSDL+Lasso, which demonstrated
the effectiveness of CSOF.
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VII. CONCLUSION

In this paper, we proposed CSSR for spectral transformation
in voice conversion. CSSR consists of two inter-connected com-
ponents: CSDL and CSOF. CSDL learns a structured dictionary
from training utterances, and CSOF produces a structured sparse
code at runtime. We conducted four experiments to evaluate
CSSR. We first conducted an ablation study to examine the
effectiveness of each component in CSSR. Then, we conducted
an experiment to evaluate the performance of CSSR as a function
of the number of atoms in the dictionary. Next, we conducted
both objective and subjective experiments to evaluate the perfor-
mance of CSSR and compared it with previous methods. Lastly,
we provided visualizations and phonetic analyses of CSSR. The
ablation study showed that both CSDL and CSOF promote
the sparse representation to be speaker-independent and im-
prove VC performance, and that combining the two components
leads to further performance improvements. In addition, results
from the second experiment show that CSSR uses increasingly
larger dictionaries more efficiently than phoneme-based repre-
sentations by allowing finer-grained decompositions of speech
sounds. Next, results of objective and subjective studies show
that CSSR significantly improves both acoustic quality and voice
identity over the previous two systems. Finally, the visualization
results show that CSSR is phonetically interpretable.
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