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. Joint NMF: to improve performance [1], one could testing. All sets are phonetically balanced » FWD builds a compact exemplar set by reducing the joint
combine single-frame, high-res (HR) features with multi- e Features: 513-dim high-res spectra; 23-dim low-res Mel-scale reconstruction error of source and target utterances
frame, low-res (LR) features : filter bank energies; 25-dim MFCCs * BKW excludes exemplars that contribute the least to the
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