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Introduction
• Objective: Create speech with a nonnative speaker’s voice

but the content and pronunciation of a native speaker [1]

• Idea: Use voice conversion to capture the nonnative
speaker’s identity; use careful frame pairing to preserve
the native speaker’s pronunciation patterns

• Problem: The frame alignment method needs to be able
to avoid pairing native speech frames with nonnative
frames that contain mispronunciations/hesitations/pauses

Previous methods for frame pairing
• Baseline 1: Acoustic similarity [2]

 Learn a VTLN transform to reduce physiological
differences in vocal tract between the two speakers
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• Baseline 2: Time-alignment (DTW) Conclusions
• Keyframe estimation: the modified SABR algorithm is 

capable of finding almost all keyframes with an average 
error of 15 ms.

• EMA:  Gestural scores produced EMA trajectories weakly 
correlated with the source utterance.

• Future work:
1) Incorporating keyframes into a sparse speech 
synthesis method could be a way to improve synthesis 
quality with smaller models.
2) Improve EMA accuracy using a data-driven shape 
optimization method.
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Experimental setup
• Acoustic model: A p-norm DNN with 18 hidden layers, trained

on Librispeech (960h), 5816 senones

• Dataset: Native speakers from CMU ARCTIC: BDL (m), CLB (f).
L2 English speakers from L2-ARCTIC: TNI (Hindi, f), RRBI (Hindi,
m), HKK and YKWK (Korean, m), ABA (Arabic, m). Each speaker
has 100 and 50 utts for training and testing, respectively

• Systems: use posteriorgram/Baseline1/Baseline2 for frame
pairing; fix the spectral and prosody conversion components

• AC pairs: BDL to RRBI, BDL to HKK, BDL to YKWK, BDL to ABA,
and CLB to TNI

Discussion
• We proposed a new frame-pairing method based on the 

phonetic similarity between acoustic frames

• Merely changing the frame pairing method can lead to 
significant improvement in acoustic quality and 
“nativeness” while keeping the voice quality of the 
nonnative speaker

• Future work: Apply this technique to pronunciation 
training in classroom settings

Subjective evaluationProposed: Use posteriorgrams for frame pairing
• Posteriorgram: Compute a feature vector of phonetic 

posteriors for each speech frame 𝒙𝒊

𝓛𝒙𝒊
= 𝑃𝑙1𝒙𝒊,𝑃𝑙2𝒙𝒊,…,𝑃𝑙𝑉 𝒙𝒊

𝑉= 𝑙1,𝑙2,…,𝑙𝑉 is the predefined senone set

• Similarity metric: Symmetric Kullback-Leibler (KL) divergence

𝐷 𝓛𝒙𝒊
,𝓛𝒙𝒋

= 𝓛𝒙𝒊
−𝓛𝒙𝒋

⋅log𝓛𝒙𝒊
−log𝓛𝒙𝒋

• Pair frames: Find the closest pairing for each native (𝒙𝒊) and 
nonnative (𝒚𝒊) frame
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• The Posteriorgram conversions were more native-like than 

the original L2 utterances (mean: 98%, STD: 3%)
• The Posteriorgram method outperformed both Baseline 1 

(mean: 69%, STD: 11%) and 2 (mean: 72%, STD: 10%)

Samples
and data

Native
speech

L2
speech

ID carrier

L1 gestures

ID carrier

L2 gestures

Golden
speaker

Acoustic quality (MOS)
• No statistical differences 

between the two baselines 
(2.5 vs. 2.6; p=0.43)

• The posteriorgram system 
(3.0) was statistically higher 
than the baselines

Speaker identity
• Three systems have similar 

voice similarity scores (VSS)
• No statistically-significant 

differences in VSS between 
the posteriorgram and the 
baselines
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Why do we need a new frame pairing method?
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• VTL is just one of potentially 
many differences between two 
speakers

• DTW is problematic when the 
target speaker is nonnative

• Better solution: pair frames in a 
speaker independent space, 
e.g., the posteriorgram space

L1 L2L1 L2’ L2L2-norm VTLN


